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Abstract. We present Human Comfort Classifier (HCC): A framework
for classifying human discomfort from video. Recognizing comfort and
discomfort in social interactions is something that many of us do with-
out having to think about it. However, identifying discomfort in others
can be a challenge for individuals with social skills deficits, who often
become socially isolated. Social isolation can lead to many negative out-
comes for individuals and is recognized by the CDC and WHO as a
priority public health problem. In this work, we propose HCC to detect
discomfort in videos. This can be utilized for training for individuals
with social skills deficits. HCC utilizes a multi-modal approach of pose
estimation, facial landmarks, and natural language processing to deter-
mine comfort in real time. We utilize an explainable rule-based model to
categorize behavior and achieve approximately 78% prediction accuracy
on an interview dataset.

Keywords: Emotion perception · Explainable computer vision · Video
understanding

1 Introduction

State-of-the-art emotion detection technology has predominantly focused on dis-
cerning the six basic emotions of happiness, sadness, anger, surprise, fear, and
disgust which are considered to be clearly recognizable emotions [12,25]. We seek
to expand on the work in this field to include more subtle emotions for a par-
ticular application. We introduce Human Comfort Classifier (HCC), a practical
emotion classifier for the subtle emotions of comfort and discomfort. HCC is the
first of its kind and will open up a new research direction into the detection of
more subtle emotions.

HCC could be particularly valuable for individuals with social skills deficits
(SSDs) in social skills training (SST). Individuals with SSDs include those with
Autism Spectrum Disorder (ASD), Attention-Deficit Hyperactivity Disorder (ADHD),
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and anxiety [7,13,21]. These individuals struggle with personal and professional
relationships and face higher rates of social isolation and loneliness [6,28]. So-
cial isolation and loneliness are serious public health risks that are recognized
by the CDC and WHO as a priority public health problem [5,31]. Individuals
experiencing social isolation and loneliness can incur long-term physical dam-
age and higher rates of depression [5,24]. These negative effects have become
increasingly important in recent years with 1 in 44 children having a diagnosis
of ASD in 2018, which is over three times the rate of just eighteen years prior
[23]. SST can assist this increasing population of individuals through different
approaches, including behavioral approaches and relationship-based approaches
[2]. Cognitive-behavioral approaches focus on expanding the perspective of the
individual to others, and video methods are already used in this approach [2].
Particular SST approaches vary between geographical areas, and can be expen-
sive in terms of the cost and travel required. An online SST tool – such as the
proposed HCC – that classifies comfort and discomfort in others can be used to
expand the perspective of individuals with SSDs in a behavioral approach, and
it can help make SST more accessible. For example, the tool can: 1) supplement
professional social skills trainers by allowing for at-home practice, 2) be part
of the development of an entirely at-home training, or 3) be made available to
those who cannot afford more personalized SST.

Three main obstacles exist when applying emotion perception technology
to a particular application. First, current datasets and models face particular
limitations when applied to real-world scenarios. Second, expressions of specific
emotions can be inconsistent between individuals and contexts. Third, emotion
perception methods often rely on deep learning, rather than explainable mod-
els, which can reduce explainability and limit downstream applications. These
obstacles are discussed below.

Numerous datasets and accurate models have been developed for the clas-
sification of the basic emotions of happiness, sadness, anger, surprise, fear, and
disgust [11], although obtaining reliable data remains a challenge. These datasets
have largely been based on static images of individuals rather than videos [25].
Using videos, rather than static images, would allow the model to perceive transi-
tory states of emotion expression within social situations [9]. Additionally, these
images of emotional expressions are often preformed by actors in a lab rather
than obtained from natural emotions expressed in the wild [25]. There are sys-
tematic differences with acted performances that lead to atypical features com-
pared to natural expressions [10]. HCC uses video data from public interviews
in order to best reflect real emotional expressions.

Another obstacle involves the variability of physical expressions of emotion in
this research. Individuals may express emotions through facial expression, body
language, speech content, and speech style (volume, pitch, pauses). Emotion de-
tection by facial expression has been most frequently studied [25]. However, dif-
ferent emotions are expressed to varying degrees across parts of the body [4,17].
This variability makes it important to incorporate multiple types of physical
expression when detecting emotions. Limited work has been done with mod-
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els based on expressions through body language, but they tend to yield worse
results than studies on facial expressions [25]. In this work, we incorporate mul-
tiple modalities into our model – facial expressions, body language, and verbal
expressions – for a more holistic approach to emotion perception.

Lastly, an emotion perception system that is opaque to its user would be
limited in its informative capacity for SST applications. Because it is important
for assistive technologies to be designed specifically for the individuals who will
use them, we favor the use of explainable systems for our results rather than
deep learning techniques. Deep learning techniques may be able to achieve a
higher level of accuracy when classifying comfort and discomfort, but are not
able to explain the results. We utilize deep learning based models to process
the data that is fed into our explainable model, thereby attaining the benefits
of deep learning without sacrificing explainability where it is needed most: in
what features are expressing comfort and discomfort. It is crucial when assisting
these individuals in learning to recognize these emotions themselves that it is
understandable what cues result in a classification of comfort of discomfort. Our
method produces a set of features for comfort and discomfort that are applied
to each video, which informs the viewer of the cues that resulted in a comfort or
discomfort classification.

Our Human Comfort Classifier (HCC) responds to constraints of applying
emotion detection and perception to a subtle emotion. We utilize existing models
crucial for emotion expression [17,22] and data from videos recorded in real-world
environments to construct a rule-based system that prioritizes explainability. Our
primary contributions are summarized as follows:

– We present HCC: A framework for classifying expressions of comfort and
discomfort from video.

– We utilize facial landmarks, pose estimation, and sentiment analysis as in-
puts for our model.

– We develop a rule-based framework that operates in real time.

2 Background

The field of affective computing – the study of recognizing and processing human
emotion using computer vision – has been active for decades. Our approach
draws on emotion detection, pose estimation, and sentiment analysis to provide
rule-based, explainable, real-time capabilities for discerning discomfort for the
assistance of those with social skills deficits. We discuss the areas related to our
work below.

2.1 Emotion Detection and Perception

Emotions are internal experiences within a person that cannot be objectively de-
termined by others. Expressions, whether facial, body, or verbal, indicate that a
person is experiencing an emotion (although a lack of expression does not mean
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that an emotion is not occurring) [25]. The process of emotion detection consists
of predicting emotion labels through the use of expressed cues [27]. Since hu-
mans cannot objectively determine the emotional states of others without their
confirmation, we seek to contribute a model that predicts human perception of
emotions, rather than the internal emotional state of an individual. For exam-
ple, if Person A and Person B perceive Person C to be frustrated when they
squint, then HCC will perceive what Person A, Person B, and others collectively
perceive, whether or not Person C is truly experiencing that emotion. We seek
to contribute a model that can detect cues of particular emotions, not one that
determines internal emotional states [29].

Emotions can be detected from visual cues of the face and body and from
verbal cues of words and voice [19]. Most commonly, cues from facial expressions
are studied since they are considered reliable [25]. Facial cues are less frequently
studied in conjunction with other important cues from language and context,
additionally, only the six basic emotions are typically studied [12,25]. There
has been work that includes additional emotions [27], although to our knowl-
edge comfort and discomfort have not yet been studied. More commonalities
among affective computing research include the utilization of datasets contain-
ing images, rather than video, and posed or acted emotions rather than natural
expressions that occur in real-world scenarios and interactions [10,25]. However,
recent research has found that video-based methods of affective computing are
more robust and effective than image-based methods because of the dynamic
nature of facial expressions [9]. In response, the proposed HCC is a video-based
methodology that includes only natural expressions. Beyond facial expressions,
HCC also factors in pose, word sentiment, and analysis of the audio’s pitch and
volume.

2.2 Pose Estimation

Previous studies have not always incorporated body language, or the way of
measuring it which is pose estimation, despite its value in perceiving emotion.
Similar to facial expressions, body language is dynamic and video methods cap-
ture this data better than still images [19]. Human interpretation of emotion can
be greatly influenced by body language. For example, prior work has found that
participants will perceive a face expressing anger as fearful when a fearful body
pose is displayed underneath that facial expression [1]. When distinguishing be-
tween subtle emotions, visual cues beyond facial expression must be included in
the model.

2.3 Sentiment Analysis

The majority of human communication is conveyed through non-verbal elements
including facial expression and body language [16]. However, non-verbal elements
make up 55% of human communication and the remaining 45% consists of an
individual’s vocal tone and words [16]. Although verbal elements are not the
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majority, they are still a sizable component worth incorporating [4,27]. Addi-
tionally, the expression of particular emotions may not be equally distributed
across modalities: sadness is best interpreted through audio, and anger is best
interpreted from video [8]. The proposed HCC incorporates video and audio
modalities in order to achieve greater accuracy in predicting discomfort.

Previous emotion perception studies that incorporate sentiment analysis tend
to utilize methodologies that inhibit real-time applications. For example, one
study hired professionals to write transcriptions of audio data for the model,
which means that the model cannot incorporate new data without the use of
these professionals [4]. The proposed HCC utilizes a transformer to produce
transcripts of speech as well as a rule-based system that contributes to model
explainability. With the ability to produce transcriptions automatically, HCC
has real-time capabilities. Real-time capabilities allow for flexibility in assisting
individuals participating in social skills training.

3 Methodology

Fig. 1: Pipeline for video processing. Initially, processed video frames are split
into video (the upper half of the diagram in blue) and audio (the lower half of
the diagram in orange) streams. From the video stream, facial expressions and
pose estimation are extracted. From the audio stream, pitch and volume, as well
as transcripts are extracted. Sentiment analysis is performed on the generated
transcripts. Finally, the rule-based system evaluates the data from both video
and audio streams and classifies the perceived emotion as comfort or discomfort.
The separation of audio and video data allows for simultaneous video and audio
processing, so that predictions are made in real time. Real-time predictions per-
mit this model to have SST applications to benefit individuals who are learning
to better understand comfort and discomfort in social situations.

In this study, we utilize pose estimation, facial landmark generation, audio
and text analysis as inputs to our rule-based model. Therefore, we must briefly
discuss each of the primary stages in our framework’s pipeline. HCC takes a
real-time video feed and splits it into simultaneously occurring audio and video
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streams, as illustrated in Figure 1. Then, two CNN models, BlazePose [3] and
FaceMesh [18], are used to generate pose and facial landmarks for our rules to
analyze. Although BlazePose includes 11 landmarks for the face, the landmarks
from FaceMesh are more extensive at 468 landmarks for the face. We utilize
FaceMesh for facial expressions, rather than only using BlazePose. This is be-
cause FaceMesh has higher precision for facial landmark locations and BlazePose
lacks enough landmarks to capture smaller motions of the face [3,18]. Both of
these models are capable of running in real time. In the audio stream, an ad-
ditional transformer-based model, Whisper [26], generates transcripts which are
analyzed for positive and negative sentiment. We also generate arrays of pitch
and volume corresponding to each video frame. Finally, this information is fed
into our rules which provide a binary classification of the subject’s comfort. We
emphasize that all aspects of this process are real-time allowing for HCC to
be useful in SST applications. HCC’s binary classification is explainable, hence
it does not use deep learning methods to perform the final comfort/discomfort
classification, so that it can always provide its exact rationale for why a classifi-
cation was made. The exact rationale for a classification is essential for at home
trainings for social skills and other HCI applications. We elaborate on each step
of the pipeline in the following subsections.

3.1 Pose Estimation

We estimate pose with a CNN that generates 33 pose-based landmark points.
We build off of prior work that incorporates heat and offset maps which allow
for greater precision in extracting pose landmarks [3]. To optimize this network
for our purposes, we do not utilize pose landmarks below the torso. We find
that cameras positioned for conversation often leave the lower body and arms
below the elbow out of view. This allows for a reduction in errors of the model.
This CNN can support 256x256 resolution images, so the input frames are scaled
down to that resolution. This is the only pre-processing performed on the input
frames. Ultimately, the performance of this model is beyond real time, since it can
inference 30 to 100 frames per second. Real-time capabilities are important for
this model to be applied to collaborative situations, such as a training program.

3.2 Facial Expression

In a similar fashion to the pose estimation segment, we utilize FaceMesh to
generate 468 facial landmarks for use in our HCC [18]. This model supports
256x256 resolution images, which allows for the previously preprocessed frames
to be reused for efficiency. The performance of this model is beyond real time at
100 to 1000 frames per second when optimized by a GPU.

3.3 Audio Stream

Volume and Pitch We utilize Fast Fourier Transforms (FFTs) to extract our
pitch data from the raw audio stream. We then extract the intensity of the sound
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to represent our volume and create an array of the volume and pitch for each
frame.

Sentiment Analysis We use Whisper [26], a transformer-based model, to gen-
erate a transcript in five second chunks. Our audio is resampled to 16,000 Hz
as that is the expected input frequency for the Whisper model [26]. We per-
form a simple sentiment analysis on the transcript using a dataset of positive
and negative sentiment words [15]. Each word is given a value according to its
determined sentiment that is either 0 (neutral), greater than 0 (positive), or less
than 0 (negative). All of these values are summed together for each sentence to
determine a basic sentiment for the sentence.

3.4 Rules

We utilize the visual and auditory sources of data to generate our binary classifi-
cation. We use a rule-based approach where we identify rules based on psychology
research and four videos from our annotated dataset, CID. First, we have rules
that dictate discomfort from rapid twitching movement, or from complete still-
ness in the body landmarks. These rules determine the displacement of the body
between frames. Second, we have rules that examine the negative sentiment of a
statement and if combined with any other positive discomfort rule, will classify
the person as uncomfortable. Finally, we have rules dictating the length of pauses
and the number of filler words in a conversation. If both of these pass a certain
threshold, we classify the person as uncomfortable. We utilize this rules-based
model instead of a deep-learning approach to enable the extraction of the exact
rationale for why a classification is made. The exact rationale for a classification
is essential for at home trainings for social skills and other HCI applications.
In order to properly train an individual to understand comfort and discomfort
in social settings, it is imperative that a natural language explanation can be
provided. The following is a list of rule descriptions.

3.5 Summary of Rules

We present a summary of our rules.

Rule 1: Increased movement of the arms indicates comfort [16].
Rule 2: The lack of movement of the torso indicates discomfort [16].
Rule 3: Long pauses in conversation indicate discomfort [20,30]
Rule 4: A high number of words spoken with a rapid response time indicate
comfort [20].
Rule 5: A high amount of time an individual spends smiling indicates com-
fort.

score = 0.2R1 − 0.1R2 − 0.1R3 − 0.2R4 + 0.2R5 (1)
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Fig. 2: One example of an inter-
view in the CID dataset. The in-
dividual being interviewed dis-
plays discomfort according to
our three human reviewers. Her
face and upper torso are clearly
visible to the camera for about
30 seconds.

Fig. 3: A second example of an
interview in the CID dataset.
The individual being inter-
viewed displays comfort accord-
ing to our three human review-
ers. His face and upper torso are
clearly visible to the camera for
about 30 seconds.

Equation 1 shows the formula for calculating the comfort score from the rules
listed above. The coefficients are determined experimentally. We run our data
points through our rule-based system which provides a binary classification of
true (for comfortable) or false (for uncomfortable). Each of these rules modifies
a score. The range of this score is −0.4 to 0.4. If the threshold is passed for each
of these rules then their weight is added to the score. If this score is negative,
then the individual is classified as uncomfortable, and if it is non-negative, then
the classification is comfortable.

3.6 Dataset

We introduce a dataset, Celebrity Interview Dataset (CID), of 18 YouTube
celebrity interview videos that take place in the United States of America. These
interviews were annotated with respect to the discomfort or comfort of the in-
terviewee lasting for a duration of approximately 30 seconds from a culturally
American perspective. Each clip had a front facing view of the interviewee so
that the face and majority of the torso are clearly visible. We process each of
the videos to pad or scale the video to a 1080x1080 resolution. Additionally,
the frame rate for each of the videos is set to 30fps. Of the videos, 44% dis-
play discomfort and the other 56% display comfort resulting in a relatively even
split between classes. We introduce CID because, to the best of our knowledge,
there are no other datasets annotated for comfort and discomfort. CID will be
made publicly available after publication. We believe 18 videos to be a number
sufficient for a proof-of-concept test of our novel HCC framework.

Annotation A group of three annotators annotated each of the video clips with
either a comfortable or uncomfortable tag based on a group vote. Videos that
could not reach a unanimous decision were removed from the dataset.
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Sample Frames We provide two sample frames (Figure 2 and Figure 3) from
our dataset to help to illustrate the common attributes of the videos we select.
The individual’s torso and most of their arms must be visible. Additionally, they
must have the majority (over 90%) of their face visible along with being able to
be accurately heard by the microphone.

Licenses The videos we use are generally under thirty seconds and are used
for research purposes. Therefore, they fall under the category of Fair Use by
YouTube’s guidelines and do not need a formal license.

Demographics Table 1 provides context to the subjects within the videos.
We found that white men are over-represented in available interview videos of
individuals experiencing discomfort.

Male Female
Hispanic 1 0
White 9 1
Black 2 2
Asian 1 2

Table 1: Demographic Distribution

4 Experimental Results

Approach Accuracy
Only audio 76.91%
Only video 64.93%
Combined 77.96%

Table 2: HCC Results

We utilize a simple average of correct predictions divided by total frames to
determine the accuracy of our rules. We run our model on every frame in every
video in our dataset, and then average the accuracy from each video. Four videos
were used from the dataset for creating the rules which represents 22% of our
total videos. All of the videos were then used to validate the rules.

Table 2 shows the accuracy of using only audio or only video inputs to show
the increased accuracy of using a multi-modal approach. Audio alone has a high
accuracy, but the video rules combined with audio rules reduce false positives
from HCC. Figure 4 shows the confusion matrix for our combined audio and
video HCC. We see that there is no major imbalance between false positives or
false negatives, and therefore the model is doing well on predicting both comfort
and discomfort.
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Fig. 4: This confusion matrix shows the predicted amounts of false comfort (bot-
tom left) and false discomfort (top right) that occur when HCC runs on CID.
We see that no unexpected results are found from the matrix. There is no high
distribution of false positives or false negatives.

Performance and Frame Rate We simultaneously generate landmarks and
process audio in order to reduce computational idleness and optimize the pipeline’s
performance. We use a GeForce RTX 2080 to run HCC which achieved an av-
erage frame rate of 44.27. We assume real-time to be 30 frames per second,
thus this demonstrates that HCC is 47.57% faster than real time. Prioritizing
real-time capabilities permits this model to have beneficial applications in social
skills training.

5 Discussion

This research both supports the study of subtle emotions [14] and demonstrates a
novel method for designing emotion detection models for an assistive application.
We demonstrate the feasibility of studying subtle emotions, specifically comfort
and discomfort, in affective computing.

5.1 Results

We found that the audio rules tended to produce high overall accuracy, with
the primary issue being that these rules performed poorly with the display of
subtle comfort or discomfort. However, the video rules did well when confronted
by subtle displays of feeling, but suffered when the presentation of these feelings
was blatant. The combination of both audio and video rules demonstrates a
clear increase of the accuracy and usefulness of the prediction. If we had a high
false discomfort score, the model’s usefulness would be reduced. Due to the
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inclusion of both video and audio rules, this false discomfort score is minimized.
Our accuracy is strong considering that the typical accuracy of state-of-the-
art emotion detection on videos rests within 56.64%-84.39% by one standard
deviation [32]. HCC is within an ideal range of accuracy while being a proof-of-
concept that is uniquely centered around subtle emotions, real-time capabilities,
and explainable rules rather than deep learning.

5.2 Limitations

The following limitations should be considered while interpreting these results.
First, the novel rules for comfort and discomfort are based broadly on psychol-
ogy research and intuition. HCC is not able to adjust or create rules based on
the input data itself. This allows for HCC to be explainable, but it means that
expressions of (dis)comfort that humans are not yet aware of may not yet be
incorporated into the model. To accommodate for this limitation, we include
hyper-parameters that can be adjusted as signals of discomfort become bet-
ter understood. Second, CID is biased toward individuals who have attained
celebrity status, and CID is limited in size (18 videos) and demographics. Al-
though the six basic emotions are considered to be universal among different
cultures, we can not validate that the more subtle emotion of comfort is ex-
pressed the same in different contexts by different groups, which may be the
cause of error in our model. Third, the context in which our data takes place is
predominantly one-on-one interview settings, and our model has not been tested
on individuals within group contexts. We seek to expand CID in future work.
Nonetheless, our data consists of individuals experiencing natural emotions in
real-world contexts, which is an advantage over datasets that consist of acted
emotions in a lab environment.

5.3 Future Work

The numerous capabilities and practicality of this novel system leave many areas
to be expanded upon. We foresee experimenting with a more extensive verbal ex-
pression system (more robust sentiment analysis, expansion to other languages,
calibration to different individuals), including more features (eye contact de-
tection, distinction between speakers, rules that incorporate differences in ex-
pression by gender), and expanding beyond the binary classification to include
additional emotions. Importantly, the hyper-parameters can also be easily ad-
justed in response to continuing emotion detection and psychology research into
displays of discomfort.

HCC is designed to be applied to social skills training environments, which
work to reduce social isolation and related negative health effects. Other appli-
cations for the multi-modal, real-time, rule-based model can be found in retail
and service industries, virtual and augmented reality experiences, and the field
of human-robot interaction.
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6 Conclusion

We present Human Comfort Classifier: A novel framework for classifying human
discomfort in real time from videos. HCC utilizes a multi-modal approach of pose
estimation, facial landmarks, and natural language processing to determine com-
fort. We opt for HCC to be explainable and thereby do not utilize deep learning
for its binary classification. The reason why we need to keep HCC explainable
is because the exact rationale for a classification is essential in many HCI situ-
ations such as at home trainings for social skills. We find that rules related to
silence in conversations have a strong accuracy in predicting the discomfort of
an individual. We find that our rules about stillness of the torso and arms tend
to accurately predict comfort. Additionally, HCC inferences in super real-time:
about 47.57% faster than real-time. Finally, we introduce CID, a novel dataset
for classifying comfort and discomfort. We have utilized a rule-based model to
categorize human behavior and achieve approximately 78% prediction accuracy
on CID, successfully demonstrating proof-of-concept of our novel work.
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